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Abstract

The present paper deals with an efficient and accurate limiting strategy for multi-dimensional compressible flows. The
multi-dimensional limiting process (MLP) which was successfully proposed in two-dimensional case [K.H. Kim, C. Kim,
Accurate, efficient and monotonic numerical methods for multi-dimensional compressible flows. Part II: Multi-dimen-
sional limiting process, J. Comput. Phys. 208 (2) (2005) 570–615] is modified and refined for three-dimensional application.
For computational efficiency and easy implementation, the formulation of MLP is newly derived and extended to three-
dimensional case without assuming local gradient.

Through various test cases and comparisons, it is observed that the newly developed MLP is quite effective in control-
ling numerical oscillation in multi-dimensional flows including both continuous and discontinuous regions. In addition,
compared to conventional TVD approach, MLP combined with improved flux functions does provide remarkable increase
in accuracy, convergence and robustness in steady and unsteady three-dimensional compressible flows.
� 2008 Elsevier Inc. All rights reserved.

PACS: 47.11.Df; 47.40.Ki; 47.85.Gj

Keywords: Multi-dimensional limiting condition; Multi-dimensional limiter; High-speed compressible flows; TVD condition; Numerical
oscillation
1. Introduction

During the past few decades, many ways to control numerical oscillation have been explored, and several
limiting concepts have been proposed. Most remarkable progress would be TVD, TVB and ENO/WENO. The
concept of total variation diminishing (TVD) was proven to be extremely successful in solving hyperbolic con-
servation laws [1,2]. The TVD criterion provides a fundamental idea for oscillation control and is still very
popular, but conventional TVD schemes could yield somewhat unsatisfactory performance near extrema.
0021-9991/$ - see front matter � 2008 Elsevier Inc. All rights reserved.
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Essentially non-oscillatory (ENO) [3–5], and weighted essentially non-oscillatory (WENO) [6–9] approaches
were proposed to cure the defect by exploiting local adaptive stencils, and the concept of total variation
bounded (TVB) [10] was introduced to relax clipping across extrema. Although TVB or ENO/WENO avoids
unphysical clipping and thus enhances accuracy, numerical oscillation and/or instability are frequently
observed especially in multi-dimensional flow analyses which in turn badly influence on solution accuracy
and convergence. As successive studies, MP limiter [11] and ENO/WENO filters [12,13] have also been devel-
oped in recent years. All of these approaches are, one way or another, related to the treatment of limiting or
filtering of numerical fluxes to yield oscillation-free solutions without compromising solution accuracy.

Most oscillation-free schemes developed so far are mainly based on the mathematical analysis of one-
dimensional convection equation, and applied to systems of equations with some linearization step. After that,
they are usually extended to multi-dimensional flow by dimensional splitting. Though this approach may work
successfully in many cases, it is often insufficient or almost impossible to control oscillation near shock discon-
tinuity in multi-dimensional flow. Thus, the need to explore an oscillation control method for multi-dimen-
sional applications is manifest.

One of the fundamental difficulties in handling multi-dimensional problems is to define monotonic prop-
erty. Especially, the definition of monotonic distribution is ambiguous near saddle point [14]. In addition,
Goodman and LeVeque showed TVD scheme in two-space dimensions can not be more than first-order accu-
rate [15]. Thus, it looks pessimistic to develop an oscillation control scheme with global higher order accuracy
in multi-space dimensions.

In order to find out a suitable criterion for oscillation control in multi-dimensional flows, Kim and Kim
extended the one-dimensional monotonic condition to two-dimensional flow, and successfully presented the
two-dimensional limiting condition [16]. With the limiting condition, a multi-dimensional limiting process
(MLP) is proposed which shows enhanced accuracy and convergence characteristics for the two-dimensional
compressible Euler and Navier–Stokes equations. The present work is continuation of our efforts to arrive at a
multi-dimensional limiting process (MLP). The idea of MLP is more refined so that it can be efficiently imple-
mented in three-dimensional practical applications.

Despite successful performance of MLP scheme in two-dimensional compressible flow, the three-dimensional
extension is not straightforward at all due to its complexity in satisfying the multi-dimensional limiting condition
in three-dimensional flow. The extension based on dimensional splitting manner can not be applied in this case.
Since the MLP formulation includes the ratio of physical variation in one coordinate direction to the others, it
needs to be newly derived so that the final form is proper for three-dimensional situation. In this work, we firstly
present a newly formulated MLP in two-dimensional case and then it is extended to three-dimensional case.

The present paper is organized as follows. After a brief description of the original MLP for two-dimen-
sional compressible flow in Section 2.1, we discuss the limiting characteristics of MLP in Section 2.2, and dif-
ficulties in three-dimensional extension are going to be mentioned in Section 2.3. In Sections 3.1 and 3.2, we
derive a newly formulated MLP scheme for two- and three-dimensional flow, respectively. And then, the
detailed implementation procedure is summarized in Section 3.3. In Section 4, extensive test cases are pre-
sented to verify characteristics and performance of MLP for two- and three-dimensional compressible flow.
Finally, conclusion is given in Section 5.

2. Review of MLP for two-dimensional flow

In this section, MLP for two-dimensional compressible flow which is originally proposed by Kim and Kim
[16] is briefly reviewed. Additionally, several characteristics of MLP scheme are also examined. As a starting
point, we explain the basic concept of MLP by comparing it with TVD MUSCL approach.

2.1. Basic concept of MLP: MLP vs. TVD MUSCL limiters

According to the Godunov-type approach, steps to construct a numerical flux at a cell-interface usually
consist of interpolation stage and evolution stage. Interpolation stage is generally decoupled from evolution
stage where a local Riemann problem is solved at a cell-interface. To obtain a higher spatial approximation,
it is sufficient to modify interpolation stage without modifying a Riemann solver. Referring that piecewise



S.-H. Yoon et al. / Journal of Computational Physics 227 (2008) 6001–6043 6003
constant state generates the first-order spatial accuracy, piecewise linear or quadratic distribution is applied to
obtain the second- or the third-order spatial accuracy. This philosophy to obtain second-order upwind
schemes is often referred as the MUSCL approach [17].

Based on the MUSCL approach with TVD limiter, cell-interface states are written as follows:
qL
iþ1=2 ¼ q̂i þ

1

4
ð1� jÞ/ðrLÞ þ ð1þ jÞrL/

1

rL

� �� �
Dq̂i�1=2; ð1Þ

qR
iþ1=2 ¼ q̂iþ1 �

1

4
ð1� jÞ/ðrRÞ þ ð1þ jÞrR/

1

rR

� �� �
Dq̂iþ3=2; ð2Þ
where q is a scalar component of primitive variable vector and q̂i is the averaged value of q in the ith cell. Also,

Dq̂i�1=2 ¼ q̂i � q̂i�1, rL ¼
Dq̂iþ1=2

Dq̂i�1=2
and rR ¼

Dq̂iþ1=2

Dq̂iþ3=2
. With j ¼ 1

3
, it achieves the third-order spatial accuracy and sten-

cil is the same as central scheme. / is a limiter function, which monitors a local gradient and determines a local
slope under the TVD constraint. As is well-known, when TVD limiter is symmetric, Eqs. (1) and (2) are inde-
pendent of j, and they are simplified as follows:
qL
iþ1=2 ¼ q̂i þ

1

2
/ðrLÞDq̂i�1=2; ð3Þ

qR
iþ1=2 ¼ q̂iþ1 �

1

2
/ðrRÞDq̂iþ3=2 ð4Þ
with the condition of /ðrÞ
r ¼ /ð1rÞ.

One-dimensional limiting condition using the TVD constraint is written as in Ref. [2].
0 6 /ðrÞ 6 minð2r; 2Þ: ð5Þ

A TVD limiter which satisfies Eq. (5) can be defined as

General b-limiters
/ðrÞ ¼ maxð0;minðbr; 1Þ;minðr; bÞÞ: ð6Þ

With b ¼ 1; 2, Eq. (6) becomes minmod and superbee limiter, respectively. Since spurious oscillation is created
when local slope in a cell becomes greater than differences of adjacent mean values, the TVD constraint, Eq.
(5), could be interpreted as requiring that interface value should remain between adjacent cell-average values
to avoid numerical oscillation. Mathematical analyses to support the TVD constraint are rigorous. However,
when TVD concept is extended to multi-dimensional flow by dimensional splitting manner, it does not guar-
antee monotonic solutions.

In order to reinforce oscillation control in multi-dimensional flow, the multi-dimensional limiting process
(MLP) was proposed [16] by which multi-dimensional flow features could be incorporated within the TVD
framework. The basic formulation of MLP could be simply expressed as follows.
0 6 /ðrÞ 6 minðar; aÞ; ð7Þ

where a is the multi-dimensional restriction coefficient which determines the baseline limiting region (see
Fig. 1). The fundamental difference between Eqs. (5) and (7) is that TVD limiting region is fixed while
MLP limiting region is varying according to multi-dimensional flow physics.

Depending on the choice of b, MLP in Eq. (7) shares some similarity with b-limiter in Eq. (6). The intrinsic
difference is that b in Eq. (6) is arbitrarily predetermined by users, while a in Eq. (7) is evaluated according to
multi-dimensionally distributed flow property during CFD computation. Thus, rationale in determining a
would be the key point in MLP limiting. As a similar approach, a multi-dimensional monotonic condition
for steady flow was proposed by Spekreijse, and a second-order monotone upwind scheme satisfying the con-
dition was derived [18]. However, this approach has several defects. Firstly, it is only for steady state. Sec-
ondly, neighboring stencil is not fully exploited, and finally there is unknown parameter to be determined.
Multi-dimensional limiters based on Spekreijse’s monotonic condition have been developed by Barth [19–
21] and Venkatakrishnan [22] particularly for unstructured grid. The MLP approach, however, does not nec-
essarily depend on grid topology.



Fig. 1. Baseline MLP region; a is not a constant but a variable parameter which is evaluated according to multi-dimensional flow situation
during CFD computation.
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Following Ref. [16], the limiting condition in multi-space dimensions could be expressed as
q̂min
neighbor 6 q 6 q̂max

neighbor; ð8Þ
where q is a vertex point, and q̂min
neighbor; q̂

max
neighbor

� �
are the minimum and maximum cell-averaged values among

neighboring candidates. Unlike one-dimensional flow, there are cell-vertex point as well as cell-center point in
multi-dimensional flow. Thus, a limiting strategy considering both points would be essential. Compared with
Eq. (8), one-dimensional TVD constraint does not possess any information on the distribution of flow features
at cell-vertex point, which is important when flow gradient is not aligned with grid lines. The multi-dimen-
sional limiting condition of Eq. (8) is very similar to Barth’s choice [19]. However, there are several differences
between Barth’s limiter and MLP limiting, which will be discussed in next subsection.

By estimating vertex point values from one-dimensional monotonic interpolation, the proper range of a sat-
isfying Eq. (8) can be derived as
1 6 a 6 min 2;
2 maxð1; rL;jÞ 1þmax 0;

tan �hjþ1

rR;jþ1

� �� �
ð1þ tan ~hjÞ

2
4

3
5; ð9Þ
where tan ~hj ¼ Dq̂þx
Dq̂þy

, tan �hj ¼
Dq̂iþ1=2;j

Dq̂i;jþ1=2
and Dq̂þx;y are variations from center point to cell-interface. If we choose the

maximum value of a, the multi-dimensional limiting function is obtained. For more detailed explanation, see
Ref. [16]. Once the region for multi-dimensional limiting is determined, the next step is to obtain an actual
slope. Improper choice of a local slope would yield dissipative or entropy-violating results such as minmod
or superbee limiter. Assuming an optimal variation as
qiþ1=2joptimal ¼ q̂i þ
1

2
bDq̂i�1=2; ð10Þ
b is determined by the third-order or the fifth-order polynomial interpolation as follows:

MLP with the third order interpolation (MLP3):
bL ¼
1þ 2rL;i

3
; bR ¼

1þ 2rR;iþ1

3
: ð11Þ
MLP with the fifth-order interpolation (MLP5):
bL ¼
�2=rL;i�1 þ 11þ 24rL;i � 3rL;irL;iþ1

30
; ð12Þ
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bR ¼
�2=rR;iþ2 þ 11þ 24rR;iþ1 � 3rR;iþ1rR;i

30
: ð13Þ
Finally, the local slope b is filtered by the MLP condition of Eqs. (7) and (8) as
/ðrÞ ¼ maxð0;minða; ar; bÞÞ: ð14Þ

And, the left and right cell-interface values are obtained as follows:
qL
iþ1=2 ¼ q̂i þ

1

2
maxð0;minðaLrL;i; aL; bLÞÞDq̂i�1=2; ð15Þ

qR
iþ1=2 ¼ q̂iþ1 �

1

2
max 0;min aRrR;iþ1; aR; bRð Þð ÞDq̂iþ3=2: ð16Þ
2.2. MLP limiting and the maximum principle

In order to examine the relation between MLP schemes and the maximum principle, let us consider scalar
conservation law in two-dimensional space.
ou
ot
þ o

ox
f ðuÞ þ o

oy
gðuÞ ¼ 0: ð17Þ
Characteristics of MLP limiting can be readily shown by taking a similar step in the proof given by Spekreijse
[18].

For the sake of simplicity, Eq. (17) is conservatively discretized as Eq. (18) by the Euler forward time
stepping.
�unþ1
i;j ¼ �un

i;j �
Dt
Dx
ðf̂ n

iþ1=2;j � f̂ n
i�1=2;jÞ �

Dt
Dy
ðĝn

i;jþ1=2 � ĝn
i;j�1=2Þ: ð18Þ
For upwind discretization, f ðuÞ and gðuÞ are split as
f ðuÞ ¼ f þðuÞ þ f �ðuÞ; gðuÞ ¼ gþðuÞ þ g�ðuÞ; ð19Þ

where
df þðuÞ
du

P 0;
df �ðuÞ

du
6 0;

dgþðuÞ
du

P 0;
dg�ðuÞ

du
6 0 8u 2 R: ð20Þ
Then, numerical fluxes in Eq. (18) can be written as
f̂ iþ1=2;j ¼ f̂ þiþ1=2;j þ f̂ �iþ1=2;j; ĝi;jþ1=2 ¼ ĝþi;jþ1=2 þ ĝ�i;jþ1=2: ð21Þ
Using these splitting, we can write numerical flux differences as
Dt
Dx
ðf̂ n

iþ1=2;j � f̂ n
i�1=2;jÞ ¼

Dt
Dx
ðf̂ n;�

iþ1=2;j � f̂ n;�
i�1=2;jÞ þ

Dt
Dx
ðf̂ n;þ

iþ1=2;j � f̂ n;þ
i�1=2;jÞ ¼ �An

iþ1=2;jD
x
þ�un

i;j þ Bn
i�1=2;jD

x
þ�un

i�1;j

¼ �An
iþ1=2;jð�un

iþ1;j � �un
i;jÞ þ Bn

i�1=2;jð�un
i;j � �un

i�1;jÞ;
Dt
Dy
ðĝn

i;jþ1=2 � ĝn
i;j�1=2Þ ¼

Dt
Dy
ðĝn;�

i;jþ1=2 � ĝn;�
i;j�1=2Þ þ

Dt
Dy
ðĝn;þ

i;jþ1=2 � ĝn;þ
i;j�1=2Þ ¼ �Cn

i;jþ1=2D
y
þ�un

i;j þ Dn
i;j�1=2D

y
þ�un

i;j�1

¼ �Cn
i;jþ1=2ð�un

i;jþ1 � �un
i;jÞ þ Dn

i;j�1=2ð�un
i;j � �un

i;j�1Þ;
where An
iþ1=2;j; . . . ;Dn

i;j�1=2 are related to numerical approximation of Eq. (20) at cell-interfaces. Putting above
expressions into Eq. (18), we have
�unþ1
i;j ¼ �un

i;j þ An
iþ1=2;jð�un

iþ1;j � �un
i;jÞ � Bn

i�1=2;jð�un
i;j � �un

i�1;jÞ þ Cn
i;jþ1=2ð�un

i;jþ1 � �un
i;jÞ � Dn

i;j�1=2ð�un
i;j � �un

i;j�1Þ ð22Þ
or
�unþ1
i;j ¼ ð1� An

iþ1=2;j � Bn
i�1=2;j � Cn

i;jþ1=2 � Dn
i;j�1=2Þ�un

i;j þ An
iþ1=2;j�u

n
iþ1;j þ Bn

i�1=2;j�u
n
i�1;j þ Cn

i;jþ1=2�u
n
i;jþ1

þ Dn
i;j�1=2�u

n
i;j�1: ð23Þ



6006 S.-H. Yoon et al. / Journal of Computational Physics 227 (2008) 6001–6043
If Eq. (23) satisfies the TVD condition, each coefficient should satisfy the following positivity conditions [1,2].
An
iþ1=2;j P 0; Bn

i�1=2;j P 0; Cn
i;jþ1=2 P 0; Dn

i;j�1=2 P 0; ð24Þ
1� An

iþ1=2;j � Bn
i�1=2;j � Cn

i;jþ1=2 � Dn
i;j�1=2 P 0: ð25Þ
From Eqs. (24) and (25), �unþ1
i;j is expressed as a convex combination of �un

i;j, �un
i�1;j and �un

i;j�1 with positive coef-
ficients that add up to one. Thus, the following discrete maximum principle is satisfied.
mi;j 6 �unþ1
i;j 6 Mi;j; ð26Þ
where
mi;j ¼ minð�un
i�1;j; �u

n
i;j�1; �u

n
i;j; �u

n
iþ1;j; �u

n
i;jþ1Þ;

Mi;j ¼ maxð�un
i�1;j; �u

n
i;j�1; �u

n
i;j; �u

n
iþ1;j; �u

n
i;jþ1Þ:
From Eqs. (7) and (9) and Fig. 1, MLP region is clearly contained in TVD region. Thus, Eqs. (24)–(26) are
also satisfied by MLP condition. For more details, all of the coefficients, An

iþ1=2;j; . . . ;Dn
i;j�1=2, can be expressed

on an equidistant mesh with size h as follows:
An
iþ1=2;j ¼ �

Dt
h
�
f �ðuR;n

iþ1=2;jÞ � f �ðuR;n
i�1=2;jÞ

uR;n
iþ1=2;j � uR;n

i�1=2;j

�
uR;n

iþ1=2;j � uR;n
i�1=2;j

�un
iþ1;j � �un

i;j
;

Bn
i�1=2;j ¼ þ

Dt
h
�
f þðuL;n

iþ1=2;jÞ � f þðuL;n
i�1=2;jÞ

uL;n
iþ1=2;j � uL;n

i�1=2;j

�
uL;n

iþ1=2;j � uL;n
i�1=2;j

�un
i;j � �un

i�1;j

;

Cn
i;jþ1=2 ¼ �

Dt
h
�
g�ðuR;n

i;jþ1=2Þ � g�ðuR;n
i;j�1=2Þ

uR;n
i;jþ1=2 � uR;n

i;j�1=2

�
uR;n

i;jþ1=2 � uR;n
i;j�1=2

�un
i;jþ1 � �un

i;j
;

Dn
i;j�1=2 ¼ þ

Dt
h
�
gþðuL;n

i;jþ1=2Þ � gþðuL;n
i;j�1=2Þ

uL;n
i;jþ1=2 � uL;n

i;j�1=2

�
uL;n

i;jþ1=2 � uL;n
i;j�1=2

�un
i;j � �un

i;j�1

; ð27Þ
where
uR;n
iþ1=2;j ¼ �un

i;j þ
1

2
/ðRn

i;jÞð�un
i;j � �un

i�1;jÞ;

uL;n
i�1=2;j ¼ �un

i;j �
1

2
/

1

Rn
i;j

 !
ð�un

iþ1;j � �un
i;jÞ;

uR;n
i;jþ1=2 ¼ �un

i;j þ
1

2
/ðSn

i;jÞð�un
i;j � �un

i;j�1Þ;

uL;n
i;j�1=2 ¼ �un

i;j �
1

2
/

1

Sn
i;j

 !
ð�un

i;jþ1 � �un
i;jÞ; ð28Þ
and
Rn
i;j ¼

�un
iþ1;j � �un

i;j

�un
i;j � �un

i�1;j

; Sn
i;j ¼

�un
i;jþ1 � �un

i;j

�un
i;j � �un

i;j�1

: ð29Þ
/ is a limiter function, and the region of / to satisfy the maximum principle, Eq. (26), has to be determined.
From Eqs. (19) and (27) and the Mean Value Theorem, positivity condition of Eq. (24) is obtained if following
inequalities are satisfied.
uR;n
iþ1=2;j � uR;n

i�1=2;j

�un
iþ1;j � �un

i;j
P 0;

uL;n
iþ1=2;j � uL;n

i�1=2;j

�un
i;j � �un

i�1;j

P 0;

uR;n
i;jþ1=2 � uR;n

i;j�1=2

�un
i;jþ1 � �un

i;j
P 0;

uL;n
i;jþ1=2 � uL;n

i;j�1=2

�un
i;j � �un

i;j�1

P 0: ð30Þ
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By inserting Eq. (28) into Eq. (30), Eq. (30) is satisfied if
1þ 1

2
/ðrÞ � 1

2
/ðsÞ � 1

s
P 0 8r; s 2 R: ð31Þ
In addition, from the uniform boundedness of the left-hand side of Eq. (30), we obtain
/ðrÞ � /ðsÞ � 1
s
6 2M 8r; s 2 R; M 2 ð0;1Þ: ð32Þ
By combining Eqs. (31) and (32), we have
�2 6 /ðrÞ � /ðsÞ � 1
s
6 2M 8r; s 2 R; M 2 ð0;1Þ: ð33Þ
Eq. (33) is satisfied if
l 6 /ðrÞ 6 M 8r 2 R; ð34Þ

and
�M 6
/ðrÞ

r
6 2þ l 8r 2 R: ð35Þ
where l 2 ½�2; 0�.
As shown in Fig. 1, TVD limiting region given by Sweby [2] clearly satisfies Eqs. (34) and (35), and MLP

limiting region clearly lies within TVD limiting region. Therefore, MLP schemes satisfy the discrete maximum
principle of Eq. (26). In a similar manner, one can readily prove it for three-dimensional scalar conservation
law. Thus, we have the following theorem.

Theorem 1. When applied to multi-dimensional scalar conservation law, the fully discrete scheme using MLP
limiting satisfies the following maximum principle,
�umin
neighbor 6 �unþ1

i;j 6 �umax
neighbor: ð36Þ
Next, let us examine the role of multi-dimensional limiting condition,
�umin
neighbor 6 u 6 �umax

neighbor; ð37Þ
in MLP scheme. Using multi-dimensional limiting condition at nth level, Barth also proved maximum prin-
ciples [21], and he implemented a second- or third-order version of his scheme on unstructured meshes.
MLP shares some similarities with Barth’s approach in a sense that both schemes exploit benefits of multi-
dimensional limiting condition. However, in derivation and implementation steps, there are several differences
between Barth’s limiter and MLP approach.

First of all, while quadrature points are considered in Barth’s approach, only cell-vertex points are consid-
ered in MLP limiting. In case of linear reconstruction, cell-vertex point always has maximum or minimum
interpolated value. Thus, if we impose multi-dimensional limiting condition on cell-vertex points, it automat-
ically satisfies limiting cases for quadrature points. Thus, maximum principles are automatically satisfied at
cell-vertex points in linear reconstruction case. For more than linear reconstruction, MLP limiting avoids
quadrature points for computational efficiency. Instead, only a slope obtained by local higher-order polyno-
mial interpolation is used.

Secondly, it appears that both Barth’s and Spekreijse’s approaches are similar in defining maximum or min-
imum cell-average values among neighboring cells. If we implement neighboring cells used in Barth’s (or Spe-
kreijse’s) approach on two-dimensional structured mesh, stencil taking part in limiting cell-vertex points is five
grid points, while full nine-point stencil is used in MLP limiting (see Fig. 2).

Finally, in deriving Barth’s limiters [19–21], only the multi-dimensional limiting condition, Eq. (37), is
extensively used. In MLP limiting, as will be shown in Lemma 1, 2 in the next Section, TVD interpolation
and multi-dimensional limiting condition are actively used, and both are tightly coupled. As a result, the final
limiting form of MLP contains a lot of informations provided by TVD interpolation.
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Fig. 2. Comparison of stencils for defining �umin
neighbor or �umax

neighbor. One of the gray-colored cells is used as maximum or minimum cell-average:
(a) Spekreijse’s (or Barth’s) concept and (b) present method (MLP approach).

6008 S.-H. Yoon et al. / Journal of Computational Physics 227 (2008) 6001–6043
2.3. Difficulties in three-dimensional extension

In two-dimensional setting, performance of MLP is quite satisfactory. Through extensive tests including
shock wave/vortex interaction, shock wave/boundary layer interaction and viscous shock-tube problem,
MLP turned out to be very effective in controlling oscillation for two-dimensional compressible flow [16].
However, for computational efficiency and implementation in three-dimensional application, the original for-
mulation of MLP has to be changed.

First of all, the manner to specify q̂min
neighbor; q̂

max
neighbor

� �
in Eq. (8) has to be modified. In deriving the range of

parameter a, q̂min
neighbor; q̂

max
neighbor

� �
around a vertex point was determined by checking neighboring distribution of

property into four subcases according to the gradient angle hj. In other words, depending on the value of hj

and the sign of property gradient oq̂
ox ;

oq̂
oy

� �
; q̂min

neighbor; q̂
max
neighbor

� �
was determined among neighboring cell-averaged

values. For example, if oq̂
ox > 0 and oq̂

oy > 0, ðq̂iþ1;jþ1; q̂i;jÞ is the maximum and minimum value around a vertex

point ðiþ 1=2; jþ 1=2Þ. Similarly, if oq̂
ox < 0 and oq̂

oy > 0, ðq̂i;jþ1; q̂iþ1;jÞ would be the maximum and minimum

value (see Fig. 3).
In this process, the basic assumption is that the sign of gradient around a vertex point is locally constant

and the gradient direction can be uniquely determined, which is more or less reasonable in two-dimensional
flow, because the number of cells around a vertex point is four and cells belong to the same plane. In three-
dimensional situation, however, the sign of gradient may not be uniquely determined due to complex flow
structure, such as three-dimensional interactions of shock wave, vortex and boundary layer. Moreover, there
are eight cells around a vertex point, and cells do not belong to the same plane. All these facts indicate that the
assumption of the locally constant gradient is incompatible with general situation. Without gradient informa-

tion, however, it is not clear to explicitly define q̂min
neighbor; q̂

max
neighbor

� �
. Fig. 4 shows an example in which the local

gradient direction at ðiþ 1=2; jþ 1=2; k þ 1=2Þ is difficult to define. This case may actually happen in three-
dimensional complex shock structure. In Fig. 4, the gradient direction based on lower four cells is different

from the one obtained by upper four cells. In general, to obtain q̂min
neighbor; q̂

max
neighbor

� �
, six different subcases

should be compared which is extremely cumbersome and computationally very inefficient. Thus, explicit eval-

uation of q̂min
neighbor; q̂

max
neighbor

� �
is discarded, and max. or min. function is adopted to simplify the derivation pro-

cedure. This will be shown in the next subsection.
The next thing to be modified is related to the gradient angle. In Ref. [16], the gradient angle h was intro-

duced to incorporate effect of discontinuity which is not aligned with local grid lines. However, once we adopt

max. and min. function instead of q̂min
neighbor; q̂

max
neighbor

� �
, the gradient angle is no longer necessary. In actual

implementation, ~h and �h in Eq. (9) are approximated as a representative angle h which is estimated by



Fig. 3. Example illustrating the relation between gradient angle and cell-averaged values: (a) 0� < hj < 90� corresponding to
oq̂
ox > 0; oq̂

oy > 0
� �

and (b) 90� < hj < 180� corresponding to oq̂
ox < 0; oq̂

oy > 0
� �

.
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hi;j ¼ tan�1 q̂iþ1;j � q̂i�1;j

q̂i;jþ1 � q̂i;j�1

� �
¼ tan�1

Dq̂x
i;j

Dq̂y
i;j

 !
: ð38Þ
Thus, from Eq. (9), duplicate arithmetic operation is inevitable in computing h and tan h. In three-dimensional
flow, at least two representative angles are necessary to define local directional cosines. This would be com-
putationally inefficient, and the formulation of a3D becomes much more complicated. Thus, we directly use

the variation ratio
Dq̂x

i;j

Dq̂y
i;j
;

Dq̂x
i;j

Dq̂z
i;j

� �
.

3. A new version of MLP

Following observation in the previous subsection, MLP for two-dimensional flow is newly derived, and it is
extended to three-dimensional flow.



Fig. 4. Example of complex q̂ distribution in three-dimensional flow. In this case, the assumption of locally constant gradient is not valid.
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3.1. MLP for two-dimensional flow

Let us express the limiting condition of Eq. (8) more compactly as
q̂min
j1;j2

< qiþj1=2;jþj2=2 < q̂max
j1;j2

; ð39Þ
where qiþj1=2;jþj2=2 is a vertex point value. ðq̂min
j1;j2

; q̂max
j1;j2
Þ is the minimum and maximum cell-averaged value

around the vertex point ðiþ j1=2; jþ j2=2Þ which is defined as
q̂min
j1;j2
¼ minðq̂i;j; q̂iþj1;j; q̂i;jþj2

; q̂iþj1;jþj2
Þ; ð40Þ

q̂max
j1;j2
¼ maxðq̂i;j; q̂iþj1;j; q̂i;jþj2

; q̂iþj1;jþj2
Þ; ð41Þ
with j1 ¼ �1 and j2 ¼ �1.
By imposing the limiting condition of Eq. (39), values at four vertex points are to be estimated, and the

range of the allowable variation from a cell-averaged to a cell-interface value has to be derived. Thus, it is
legitimate to express the vertex point value into the sum of cell-averaged value and variation within a cell.
qiþj1=2;jþj2=2 ¼ q̂i;j þ Dqx
iþj1=2;j þ Dqy

i;jþj2=2; ð42Þ
Dqx

iþj1=2;j ¼ q�iþj1=2;j � q̂i;j; ð43Þ
Dqy

i;jþj2=2 ¼ q�i;jþj2=2 � q̂i;j; ð44Þ
where q�iþj1=2;j and q�i;jþj2=2 is temporary cell-interface value at iþ j1

2
; j

� 	
and i; jþ j2

2

� 	
, respectively.

Since ðqiþj1=2;j; qi;jþj2=2Þ are going to be determined by the MLP, the superscript * in the above expression
indicates temporary value which may differ from the final cell-interface value. At this step, the temporary
value, ðq�iþj1=2;j; q

�
i;jþj2=2Þ, can be evaluated by any high-order interpolation. If the vertex point value

qiþj1=2;jþj2=2 at Eq. (42) satisfies the limiting condition of Eq. (39), the temporary value is accepted as the final

cell-interface value. Otherwise, some modification has to be added to ðDqx
iþj1=2;j;Dqy

i;jþj2=2Þ.
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As mentioned in Section 2.1, MLP takes TVD approach as a basic framework. Thus, ðq�iþj1=2;j; q
�
i;jþj2=2Þ are

evaluated by employing TVD MUSCL limiting, and variation along each coordinate is given by
Dqx
iþj1=2;j ¼

j1

2
/ðrxÞDq̂i�1=2;j; ð45Þ

Dqy
i;jþj2=2 ¼

j2

2
/ðryÞDq̂i;j�1=2; ð46Þ
where rx ¼
Dq̂iþ1=2;j

Dq̂i�1=2;j
and ry ¼

Dq̂i;jþ1=2

Dq̂i;j�1=2
. Inserting Eqs. (45) and (46) into Eq. (42), we obtain
qiþj1=2;jþj2=2 ¼ q̂i;j þ
j1

2
/ðrxÞDq̂i�1=2;j þ

j2

2
/ðryÞDq̂i;j�1=2: ð47Þ
The vertex point value of Eq. (47), however, does not satisfy the limiting condition of Eq. (39) at all vertex
points, which necessitate the control of ð/ðrxÞ;/ðryÞÞ. The form of Eq. (42) is exactly satisfied in linear distri-
bution. For higher-order distribution, Gaussian quadrature points can be employed along a cell-interface. For
the purpose of computational efficiency, however, Eq. (42) is adopted in this work.

From Eqs. (39) and (42), we have
q̂min
j1;j2
6 q̂i;j þ Dqx

iþj1=2;j þ Dqy
i;jþj2=2 6 q̂max

j1;j2
: ð48Þ
Then, it satisfies the following two characteristics.

Lemma 1. The multi-dimensional limiting condition, Eq. (48), is satisfied at all vertex points around a cell, if and
only if the limiting condition is satisfied only at the maximum and minimum vertex points.

Proof 1. Let us consider four cases according to the sign of variation.
ðaÞ Dqx
iþj1=2;j P 0 and Dqy

i;jþj2=2 P 0; ð49Þ
ðbÞ Dqx

iþj1=2;j P 0 and Dqy
i;jþj2=2 < 0; ð50Þ

ðcÞ Dqx
iþj1=2;j < 0 and Dqy

i;jþj2=2 P 0; ð51Þ
ðdÞ Dqx

iþj1=2;j < 0 and Dqy
i;jþj2=2 < 0: ð52Þ
Let us consider the case of (b). From Eq. (43), upper bound of Eq. (48) is
q�iþj1=2;j þ Dqy
i;jþj2=2 6 q̂max

j1;j2
: ð53Þ
Since Dqy
i;jþj2=2 is negative,
q�iþj1=2;j þ Dqy
i;jþj2=2 < q�iþj1=2;j: ð54Þ
And, the cell-interface value is evaluated by
q�iþj1=2;j ¼ q̂i;j þ
j1

2
/ðrxÞDq̂i�1=2;j: ð55Þ
Since the range of the limiter function / is restricted by the TVD region of Eq. (5),
q�iþj1=2;j 6 q̂iþj1;j: ð56Þ
Also, from the definition of max: function, Eq. (41), we have
q̂iþj1;j 6 q̂max
j1;j2

: ð57Þ
Thus, from Eqs. (54), (56), and (57), upper bound of Eq. (53) is satisfied. From Eqs. (46) and (50), the lower
bound of Eq. (48) can be expressed as
q̂min
j1;j2
6 q�i;jþj2=2 þ Dqx

iþj1=2;j: ð58Þ
Since Dqx
iþj1=2;j is positive,
q�i;jþj2=2 6 q�i;jþj2=2 þ Dqx
iþj1=2;j: ð59Þ
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Also, the cell-interface value at ði; jþ j2=2Þ evaluated by the TVD MUSCL limiting is given by
q�i;jþj2=2 ¼ q̂i;j þ
j2

2
/ðryÞDq̂i;j�1=2; ð60Þ
and the range of the limiter function / is given by Eq. (5). Thus, we have
q̂min
j1;j2
6 q̂i;jþj2

6 q�i;jþj2=2: ð61Þ
From Eqs. (59) and (61), lower bound of the limiting condition is also satisfied. Thus, the multi-dimensional
limiting condition is automatically satisfied in case of (b).

Similarly, it can be shown that Eq. (48) is also satisfied in case of (c) if cell-interface values are determined
by the TVD approach. Therefore, the multi-dimensional limiting condition is satisfied for all vertex points if it
is satisfied only at the maximum and minimum vertex points. The proof for the converse is trivial. h

Regarding the maximum and minimum vertex point values, the following fact can be observed additionally.

Lemma 2. The maximum vertex point value around a cell is always greater than the minimum cell-averaged value

around the vertex point. On the contrary, the minimum vertex point value around a cell is always less than the

maximum cell-averaged value around the vertex point.

Proof 2. From the definition of min and max function shown in Eqs. (40) and (41), we have
q̂min
j1;j2
6 q̂i;j; ð62Þ

q̂i;j 6 q̂max
j1;j2

: ð63Þ
For the case of the maximum vertex point, the sign of ðDqx
iþj1=2;j;Dqy

i;jþj2=2Þ in Eq. (48) is positive. Thus we have
q̂i;j < q̂i;j þ Dqx
iþj1=2;j þ Dqy

i;jþj2=2: ð64Þ
From Eqs. (62) and (64),
q̂min
j1;j2

< q̂i;j þ Dqx
iþj1=2;j þ Dqy

i;jþj2=2: ð65Þ
In case of the minimum vertex point, the sign of ðDqx
iþj1=2;j;Dqy

i;jþj2=2Þ in Eq. (48) is negative, as shown in Eq.
(52). Thus, we have
q̂i;j þ Dqx
iþj1=2;j þ Dqy

i;jþj2=2 < q̂i;j: ð66Þ
From Eqs. (63) and (66),
q̂i;j þ Dqx
iþj1=2;j þ Dqy

i;jþj2=2 < q̂max
j1;j2

: ð67Þ
From Eqs. (65) and (67), the lemma is proven. h

Thanks to the Lemmas 1 and 2, we only need to check upper bound of the maximum vertex point value and
lower bound of the minimum vertex point value to satisfy the multi-dimensional limiting condition.

Any vertex point value can be written as
qiþj1=2;jþj2=2 ¼ q̂i;j þ 1þ
Dqy

i;jþj2=2

Dqx
iþj1=2;j

 !
Dqx

iþj1=2;j: ð68Þ
From Eq. (39), we have
q̂min
j1;j2
6 q̂i;j þ 1þ

Dqy
i;jþj2=2

Dqx
iþj1=2;j

 !
Dqx

iþj1=2;j 6 q̂max
j1;j2

: ð69Þ
Since cases of the maximum or minimum vertex point value are considered,
Dqy

i;jþj2=2

Dqx
iþj1=2;j

is always positive and Eq.
(69) can be rearranged as
q̂min
j1;j2
� q̂i;j

1þ rxy
6 Dqx

iþj1=2;j 6
q̂max

j1;j2
� q̂i;j

1þ rxy
; ð70Þ
where rxy ¼
Dqy

i;jþj2=2

Dqx
iþj1=2;j

indicates the ratio of y-directional variation to x-directional one.
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In case of Dqx
iþj1=2;j P 0, which belongs to the maximum vertex point value, Eq. (70) can be simplified

as
0 6 Dqx
iþj1=2;j 6

q̂max
j1;j2
� q̂i;j

1þ rxy
ð71Þ
or
0 6
j1

2
/ðrxÞDq̂i�1=2;j 6

q̂max
j1;j2
� q̂i;j

1þ rxy
: ð72Þ
As a proper limiter function, let us take / of Eq. (7) describing MLP limiting region. Then, according to the
range of rx, Eq. (72) can be expressed as follows.

If 0 < rx < 1, Eq. (72) becomes
0 6
j1a
2

Dq̂iþ1=2;j 6
q̂max

j1;j2
� q̂i;j

1þ rxy
: ð73Þ
Thus, the range of a is
0 6 a 6
2 q̂max

j1;j2
� q̂i;j

� �
j1 1þ rxy

� 	
Dq̂iþ1=2;j

: ð74Þ
Also, for rx > 1,
0 6
j1a
2rx

Dq̂iþ1=2;j 6
q̂max

j1;j2
� q̂i;j

1þ rxy
; ð75Þ
And, the range of a becomes
0 6 a 6
2rxðq̂max

j1;j2
� q̂i;jÞ

j1ð1þ rxyÞDq̂iþ1=2;j
: ð76Þ
By combining Eqs. (74) and (76), we have
0 6 a 6
2 maxð1; rxÞðq̂max

j1;j2
� q̂i;jÞ

j1ð1þ rxyÞDq̂iþ1=2;j
: ð77Þ
Next, let us consider the case of Dqx
iþj1=2;j < 0, which corresponds to the minimum vertex point value. Eq. (70)

is then simplified as
q̂min
j1;j2
� q̂i;j

1þ rxy
6 Dqx

iþj1=2;j 6 0 ð78Þ
or
q̂min
j1;j2
� q̂i;j

1þ rxy
6

j1

2
/ðrxÞDq̂i�1=2;j 6 0: ð79Þ
Again, depending on the interval of rx, the range of a in Eq. (79) can be identified as follows: If 0 < rx < 1,
q̂min
j1;j2
� q̂i;j

1þ rxy
6

j1a
2

Dq̂iþ1=2;j 6 0; ð80Þ

0 6 a 6
2 q̂min

j1;j2
� q̂i;j

� �
j1 1þ rxy

� 	
Dq̂iþ1=2;j

: ð81Þ
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And, if rx > 1,
q̂min
j1;j2
� q̂i;j

1þ rxy
6

j1a
2rx

Dq̂iþ1=2;j 6 0; ð82Þ

0 6 a 6
2rxðq̂min

j1;j2
� q̂i;jÞ

j1ð1þ rxyÞDq̂iþ1=2;j
: ð83Þ
From Eqs. (81) and (83), we have
0 6 a 6
2 maxð1; rxÞðq̂min

j1;j2
� q̂i;jÞ

j1ð1þ rxyÞDq̂iþ1=2;j
: ð84Þ
Finally, by combining Eqs. (77) and (84), we have
0 6 a 6
2 maxð1; rxÞ
ð1þ rxyÞDq̂iþ1=2;j










min½jq̂max

j1;j2
� q̂i;jj; jq̂min

j0
1
;j0

2
� q̂i;jj�: ð85Þ
Consequently, the limiting, with a of Eq. (85) and / of Eq. (7), satisfies the multi-dimensional limiting con-
dition of Eq. (39). In actual computation, the maximum value of a is chosen to avoid excessive numerical
dissipation.
a ¼ 2 maxð1; rxÞ
ð1þ rxyÞDq̂iþ1=2;j










min½jq̂max

j1;j2
� q̂i;jj; jq̂min

j0
1
;j0

2
� q̂i;jj�: ð86Þ
For one-dimensional flow with rxy ¼ 0, a in Eq. (86) becomes two, and MLP is identical to one-dimensional
TVD approach. For two-dimensional flow, however, rxy takes some non-zero value depending on two-dimen-
sional flow situation. As a result, MLP limiting region differs from one-dimensional TVD approach.

Following a similar procedure, the formulation of a in the y-direction can be obtained as Eq. (85), except
that rx, rxy and Dq̂iþ1=2;j is replaced by ry , ryx and Dq̂i;jþ1=2, respectively.

3.2. MLP for three-dimensional flow

The new version of MLP can be readily extended to three-dimensional case by taking a similar derivation
procedure. Firstly, Eq. (39) is changed into the three-dimensional format as
q̂min
j1;j2;j3

< qiþj1=2;jþj2=2;kþj3=2 < q̂max
j1;j2;j3

; ð87Þ
where qiþj1=2;jþj2=2;kþj3=2 is a vertex point value. ðq̂min
j1;j2;j3

; q̂max
j1;j2;j3

Þ is the minimum and maximum cell-averaged

value around the vertex point ðiþ j1=2; jþ j2=2; k þ j3=2Þ as
q̂min
j1;j2;j3

¼ min
q̂i;j;k; q̂iþj1;jþj2;k; q̂iþj1;j;kþj3

; q̂i;jþj2;kþj3
;

q̂iþj1;j;k; q̂i;jþj2;k; q̂i;j;kþj3
; q̂iþj1;jþj2;kþj3

� �
; ð88Þ

q̂max
j1;j2;j3

¼ max
q̂i;j;k; q̂iþj1;jþj2;k; q̂iþj1;j;kþj3

; q̂i;jþj2;kþj3
;

q̂iþj1;j;k; q̂i;jþj2;k; q̂i;j;kþj3
; q̂iþj1;jþj2;kþj3

� �
; ð89Þ
where j1 ¼ �1, j2 ¼ �1 and j3 ¼ �1. The vertex point value is then expressed in terms of cell-averaged value
and variations within a cell.
qiþj1=2;jþj2=2;kþj3=2 ¼ q̂i;j;k þ Dqx
iþj1=2;j;k þ Dqy

i;jþj2=2;k þ Dqz
i;j;kþj3=2; ð90Þ

Dqx
iþj1=2;j;k ¼ q�iþj1=2;j;k � q̂i;j;k; ð91Þ

Dqy
i;jþj2=2;k ¼ q�i;jþj2=2;k � q̂i;j;k; ð92Þ

Dqz
i;j;kþj3=2 ¼ q�i;j;kþj3=2 � q̂i;j;k; ð93Þ
where q�iþj1=2;j;k, q�i;jþj2=2;k and q�i;j;kþj3=2 is temporary cell-interface value at iþ j1

2
; j; k

� 	
, i; jþ j2

2
; k

� 	
and

i; j; k þ j3

2

� 	
, respectively.
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In order to compute the x-directional cell-interface value, Eq. (90) is rearranged as follows:
qiþj1=2;jþj2=2;kþj3=2 ¼ q̂i;j;k þ ð1þ rxy þ rxzÞDqx
iþj1=2;j;k; ð94Þ
where rxy ¼
Dqy

i;jþj2=2;k

Dqx
iþj1=2;j;k

and rxz ¼
Dqz

i;j;kþj3=2

Dqx
iþj1=2;j;k

. Although details of proof are not presented here, it can be shown easily

that the lemma 1 and 2 in Section 3.1 is equally valid for three-dimensional flow. As a result, we only focus on
cases of the maximum and minimum vertex point values.

From Eqs. (87) and (94),
q̂min
j1;j2;j3

6 q̂i;j;k þ ð1þ rxy þ rxzÞDqx
iþj1=2;j;k 6 q̂max

j1;j2;j3
: ð95Þ
Since rxy and rxz are positive, it can be rearranged for Dqx
iþj1=2;j;k as
q̂min
j1;j2;j3

� q̂i;j;k

1þ rxy þ rxz
6 Dqx

iþj1=2;j;k 6
q̂max

j1;j2;j3
� q̂i;j;k

1þ rxy þ rxz
: ð96Þ
In case of Dqx
iþj1=2;j;k > 0, which belongs to the maximum vertex point, Eq. (96) is simplified as
0 6 Dqx
iþj1=2;j;k 6

q̂max
j1;j2;j3

� q̂i;j;k

1þ rxy þ rxz
ð97Þ
or
0 6
j1

2
/ðrxÞDq̂i�1=2;j;k 6

q̂max
j1;j2;j3

� q̂i;j;k

1þ rxy þ rxz
: ð98Þ
If 0 < rx < 1, Eq. (98) becomes
0 6
j1a
2

Dq̂iþ1=2;j;k 6
q̂max

j1;j2;j3
� q̂i;j;k

1þ rxy þ rxz
: ð99Þ
And, the range of a is
0 6 a 6
2ðq̂max

j1;j2;j3
� q̂i;j;kÞ

j1ð1þ rxy þ rxzÞDq̂iþ1=2;j;k
: ð100Þ
For rx > 1,
0 6
j1a
2rx

Dq̂iþ1=2;j;k 6
q̂max

j1;j2;j3
� q̂i;j;k

1þ rxy þ rxz
ð101Þ
or
0 6 a 6
2rxðq̂max

j1;j2;j3
� q̂i;j;kÞ

j1ð1þ rxy þ rxzÞDq̂iþ1=2;j;k
: ð102Þ
By combining Eqs. (100) and (102), the range of a for the maximum vertex point is given by
0 6 a 6
2 maxð1; rxÞðq̂max

j1;j2;j3
� q̂i;j;kÞ

j1ð1þ rxy þ rxzÞDq̂iþ1=2;j;k
: ð103Þ
In case of the minimum vertex point with Dqx
iþj1=2;j;k < 0, Eq. (96) becomes
q̂min
j1;j2;j3

� q̂i;j;k

1þ rxy þ rxz
6 Dqx

iþj1=2;j;k 6 0 ð104Þ
or
q̂min
j1;j2;j3

� q̂i;j;k

1þ rxy þ rxz
6

j1

2
/ðrxÞDq̂i�1=2;j;k 6 0: ð105Þ



6016 S.-H. Yoon et al. / Journal of Computational Physics 227 (2008) 6001–6043
If 0 < rx < 1,
0 6 a 6
2ðq̂min

j1;j2;j3
� q̂i;j;kÞ

j1ð1þ rxy þ rxzÞDq̂iþ1=2;j;k
: ð106Þ
And, for rx > 1,
0 6 a 6
2rx q̂min

j1;j2;j3
� q̂i;j;k

� �
j1 1þ rxy þ rxz

� 	
Dq̂iþ1=2;j;k

: ð107Þ
By combining Eqs. (106) and (107), we have
0 6 a 6
2 maxð1; rxÞðq̂min

j1;j2;j3
� q̂i;j;kÞ

j1ð1þ rxy þ rxzÞDq̂iþ1=2;j;k
: ð108Þ
Finally, from Eqs. (103) and (108), the range of a satisfying the three-dimensional limiting condition is given
by
0 6 a 6
2 maxð1; rxÞ

ð1þ rxy þ rxzÞDq̂iþ1=2;j;k










min jq̂max

j1;j2;j3
� q̂i;j;kj; jq̂min

j0
1
;j0

2
;j0

3
� q̂i;j;kj

h i
: ð109Þ
And the choice of a for the three-dimensional limiting is
a ¼ 2 maxð1; rxÞ
ð1þ rxy þ rxzÞDq̂iþ1=2;j;k










min jq̂max

j1;j2;j3
� q̂i;j;kj; jq̂min

j0
1
;j0

2
;j0

3
� q̂i;j;kj

h i
: ð110Þ
The formulation of a in the y- or z-direction can be similarly obtained.

3.3. General procedure of MLP for three-dimensional compressible flow

Within the framework of finite volume method, the procedure to implement MLP for three-dimensional
compressible flow is explained. The x-directional inviscid flux vector of the three-dimensional Euler or
Navier–Stokes equations in a conservative form is denoted by E.
Eiþ1=2;j;k ¼ Eiþ1=2;j;kðQL
iþ1=2;j;k;Q

R
iþ1=2;j;kÞ; ð111Þ
where Q is conservative variable vector and cell-interface value is computed directly by the MLP scheme.
The choice of interpolation variable is optional in MLP schemes. It has been reported that higher-order
interpolation based on characteristic decomposition yields smoother (or less oscillatory) results than conser-
vative- or primitive-based interpolation [23]. For computational efficiency and three-dimensional applica-
tion, however, primitive variables are used in the present work, and MLP limiting based on primitive
variables does not induce spurious oscillations. Cell-interface value of q is determined by the MLP scheme
as follows.
qL
iþ1=2;j;k ¼ q̂i;j;k þ

1

2
/L

i;j;kDq̂i�1=2;j;k; ð112Þ

qR
iþ1=2;j;k ¼ q̂iþ1;j;k �

1

2
/R

iþ1;j;kDq̂iþ3=2;j;k: ð113Þ
MLP limiter functions /L
i;j;k and /R

iþ1;j;k can be expressed by
/L
i;j;k ¼ /Lðrþx; a

L
x ; b

L
x Þ ¼ maxð0;minðaL

x rL
x ; a

L
x ; b

L
x ÞÞ; ð114Þ

/R
iþ1;j;k ¼ /RðrR

x ; a
R
x ; b

R
x Þ ¼ maxð0;minðaR

x rR
x ; a

R
x ; b

R
x ÞÞ; ð115Þ
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where aL
x ¼ ½ax�i;j;k, aR

x ¼ ½ax�iþ1;j;k, rL
x ¼ ½rx�i;j;k and rR

x ¼ 1=½rx�iþ1;j;k. And ½ax�i;j;k is expressed by
½ax�i;j;k ¼
2 maxð1; ½rx�i;j;kÞ

ð1þ ½rxy �i;j;k þ ½rxz�i;j;kÞDq̂iþ1=2;j;k












Ci;j;k; ð116Þ

Ci;j;k ¼ min½j½q̂max
j1;j2;j3

�i;j;k � q̂i;j;kj; j½q̂min
j0

1
;j0

2
;j0

3
�i;j;k � q̂i;j;kj�; ð117Þ
with ½rx�i;j;k ¼
Dq̂iþ1=2;j;k

Dq̂i�1=2;j;k
. Also, ½rxy �i;j;k and ½rxz�i;j;k are given by
½rxy �i;j;k ¼
Dqy

i;jþj2=2;k

Dqx
iþj1=2;j;k

; ½rxz�i;j;k ¼
Dqz

i;j;kþj3=2

Dqx
iþj1=2;j;k

:

For the purpose of computational efficiency, ½rxy �i;j;k and ½rxz�i;j;k can be approximated as follows without com-
promising numerical accuracy.
½rxy �i;j;k �
q̂i;jþ1;k � q̂i;j�1;k

q̂iþ1;j;k � q̂i�1;j;k










; ½rxz�i;j;k �

q̂i;j;kþ1 � q̂i;j;k�1

q̂iþ1;j;k � q̂i�1;j;k










:
Finally, parameters bL
x and bR

x , obtained from the third-order and fifth-order interpolation, are expressed as
follows:

MLP with the third order interpolation (MLP3):
bL
x ¼

1þ 2½rx�i;j;k
3

; bR
x ¼

1þ 2=½rx�iþ1;j;k

3
:

MLP with the fifth-order interpolation (MLP5):
bL
x ¼
�2=½rx�i�1;j;k þ 11þ 24½rx�i;j;k � 3½rx�i;j;k½rx�iþ1;j;k

30
;

bR
x ¼
�2½rx�iþ3;j;k þ 11þ 24=½rx�iþ2;j;k � 3=ð½rx�iþ2;j;k½rx�iþ1;j;kÞ

30
:

Numerical fluxes in the y- or z-direction can be similarly obtained.

4. Numerical results

Performance of MLP is examined through various test cases. For two-dimensional compressible flows, we
perform forward facing step, double Mach reflection and isentropic vortex advection problems. Three-dimen-
sional examples include stationary contact discontinuity, inclined normal shock discontinuity, pure vortex
flow (passive vortex simulation) and oblique Lax’s shock-tube problem. Moreover, three-dimensional inviscid
supersonic corner flow and three-dimensional viscous shock-tube problem are also tested to examine more
complex flow fields. For each numerical test, we compare accuracy and convergence characteristics of MLP
with those of well-known TVD MUSCL limiters. Since MLP limiting is independent of numerical flux,
Lax–Friedrichs flux splitting, Roe-type schemes [24,25] and AUSM-type schemes [26,27] are also tested as
numerical fluxes. As a time integration method, LU-SGS [28] is used for steady-state flows, and the third-order
TVD Runge–Kutta method [4] is used for unsteady calculation.

4.1. A Mach 3 wind tunnel with a step

Firstly, we test a Mach 3 wind tunnel with a step problem [29]. Although convectional TVD MUSCL lim-
iters may work well, present method might have some advantage in resolving slip lines. The set up of the prob-
lem is as follows: computational domain is 0 6 x 6 3 and 0 6 y 6 1 with equally spaced grid points. Step
height is 0.2 length units, and is located at x ¼ 0:6 from the left-hand end of the tunnel. Reflective boundary
conditions are applied along walls of the tunnel, and in-flow and out-flow boundary conditions are applied at
the entrance (left-hand end) and the exit (right-hand end). For treatment of the singularity at corner of the
step, we adopt the same technique used in [29].
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In Fig. 5, we compare numerical schlieren of conventional TVD limiter (van Leer limiter) and present
method (MLP5) with 240	 80 and 480	 160 grid points. Both van Leer limiter and MLP5 work well, but
resolution of slip lines (which are often called ‘‘flag-waving” instability) is noticeably different. MLP5 captures
‘‘flag-waving” instability more clearly, while van Leer limiter mitigates it due to excessive dissipation.

4.2. Double mach reflection

The second test case is the double Mach reflection problem, which is also a very popular test case for high-
resolution schemes [29]. The whole computational domain is 0 6 x 6 4 and 0 6 y 6 1 with equally spaced grid
points. Solid wall is located at the bottom of computational domain starting from x ¼ 1=6. Initially, a right-
moving shock with M=10 is positioned at ðx ¼ 1=6; y ¼ 0Þ, inclined at a 60� angle with respect to the x-axis.
Reflective boundary condition is applied along the bottom wall, and computation was carried out till t ¼ 0:2.
See Ref. [1] for detailed description.

Fig. 6 shows density contours of conventional TVD MUSCL limiter (van Leer limiter) and present method
(MLP5) with 480	 120 and 1920	 480 grid points. Similar to the forward facing step problem, both van Leer
limiter and MLP5 give monotone solutions. In Fig. 7, we display a close-up view around the shock triple point
Fig. 5. Numerical schlieren of a Mach 3 wind tunnel with a step problem. Conventional TVD MUSCL limiter (van Leer limiter) and
present method (MLP5) are compared with 240	 80 and 480	 160 grid points.
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Fig. 6. Comparison of density contours for double Mach reflection problem. Thirty equally spaced contour lines from q ¼ 1:5 to q ¼ 23:5.
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in order to examine resolution of the shear layer originated from the triple point. We can clearly see that
MLP5 yields a much better performance in resolving details of the complicated flow structure.

4.3. Isentropic vortex advection

An isentropic vortex advection problem [9,12] is considered to assess multi-dimensional accuracy of MLP
schemes. An isentropic vortex moving with inviscid free stream is known to provide a good test bed to validate
x

y

0 2 4 6 8 10
-5

-4

-3

-2

-1

0

1

2

3

4

5

x

y

0 2 4 6 8 10
-5

-4

-3

-2

-1

0

1

2

3

4

5

x

y

0 2 4 6 8 10
-5

-4

-3

-2

-1

0

1

2

3

4

5

x

y

0 2 4 6 8 10
-5

-4

-3

-2

-1

0

1

2

3

4

5

Time=0

Time=100

Time=50

Time=200

Fig. 8. Density contours of the convecting vortex at t = 0, 50, 100 and 200 using convectional TVD MUSCL limiter (van Leer limiter)
with a 100	 100 grid system: 20 equally spaced contour lines from q ¼ 0:52 to q ¼ 0:98.
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whether a scheme can give a low-dissipative smooth solution for long-time integration. Since the flowfield is
inviscid, the exact solution is just a passive advection of the initial vortex with mean velocity.

As an initial condition, an isentropic vortex is superposed to the mean flow field. Initial mean flow and per-
turbation values for the isentropic vortex are given by
Fig. 9.
equally
u1 ¼ 1; v1 ¼ 1; p1 ¼ q1 ¼ T1 ¼ 1; ðdu; dvÞ ¼ b
2p

eð1�r2Þ=2ð��y;�xÞ; dT ¼ �ðc� 1Þb2

8cp
e1�r2

:

The vortex intensity, b, is set to 5 and c ¼ 1:4. Note that the vortex intensity should not be confused with b in
MLP. Here, ð�x; �yÞ ¼ ðx� xv0; y � yv0), and ðxv0; yv0Þ are coordinates of the center of initial vortex:
ðxv0; yv0Þ ¼ ð5; 0Þ, and r2 ¼ �x2 þ �y2. For a perfect isentropic gas, the entire flowfield is p=qc ¼ 1.

From q ¼ q1 þ dq, u ¼ u1 þ du, v ¼ v1 þ dv, T ¼ T1 þ dT , and the isentropic relation, conservative vari-
ables for the exact solution are given by
q ¼ T 1=ðc�1Þ ¼ ðT1 þ dT Þ1=ðc�1Þ ¼ 1� ðc� 1Þb2

8cp
e1�r2

� �1=ðc�1Þ

; qu ¼ qðu1 þ duÞ ¼ q 1� b
2p

eð1�r2Þ=2�y
� �

;

qv ¼ qðv1 þ dvÞ ¼ q 1þ b
2p

eð1�r2Þ=2�x
� �

; p ¼ qc; qet ¼
p

ðc� 1Þ þ
1

2
qðu2 þ v2Þ:
Computational domain is set to 0 6 x 6 10 and �5 6 y 6 5. Periodic boundary condition is typically used for
this test. Thus, the vortex moves in the right-up direction with the free stream, and returns back to the initial
location at every non-dimensional time interval Dt ¼ 10.
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Density contours of the convecting vortex at t = 0, 50, 100 and 200 using present method (MLP5) with a 100	 100 grid system: 20
spaced contour lines from q ¼ 0:52 to q ¼ 0:98.
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First of all, low-dissipative characteristic of each scheme can be found by comparing vortex shape or den-
sity profile along the center line ðy ¼ 0Þ with initial data. Figs. 8 and 9 show density contours using conven-
tional TVD MUSCL limiter (van Leer limiter) and present method (MLP5). The grid system is a 100	 100
with uniform grid size. Roe’s FDS is used as a numerical flux function, and fourth order Runge–Kutta method
with Dt ¼ 0:02 is used as a time integration method. As seen in Fig. 8, vortex profile with TVD MUSCL lim-
iter (van Leer limiter) begins to smear after t ¼ 100, and what is worse, the location of vortex center does not
match the exact solution due to excessive numerical dissipation. On the other hand, as in Fig. 9, present
method (MLP5) can keep vortex center as well as vortex shape.

Fig. 10 shows comparison of density distribution along the vortex center line ðy ¼ 0Þ. While vortex is
severely smeared in case of conventional TVD limiter, present method (MLP5) keeps density distribution
almost the same as the initial profile. It is also noticeable that MLP5 gives a better vortex core than the
third-order polynomial without limiting.
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Fig. 10. Density distributions of the convecting vortex along the center line at t = 50, 100 and 200 with a 100	 100 grid system: (a)
convectional TVD MUSCL limiter (van Leer limiter), (b) present method (MLP5), (c) third order interpolation without limiting and
quadrature points integration and (d) fifth order interpolation without limiting and quadrature points integration.
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A grid refinement study is carried out with various grid sizes: 50	 50, 100	 100, 150	 150 and 200	 200.
Table 1 shows L1 and L1 error at t ¼ 10. Even though present method just uses a local slope (b of Eq. (14) in
Section 2.1) and does not employ Gaussian quadrature, the formal order of accuracy is clearly better than
second order. L1 and L1 errors of present method are much less than those of conventional TVD limiter
(van leer limiter). Especially, L1 and L1 errors of MLP5 with 100	 100 grid are less than those of van Leer
limiter with 200	 200 grid. In addition, MLP5 is very competitive with the third-order polynomial interpo-
lation without limiting.

4.4. Stationary contact discontinuity

Three-dimensional stationary contact discontinuity which is not aligned with local grid lines is considered.
It is well-known that accurate capturing of contact discontinuity is closely related to accurate resolution of
boundary layer and separated flow. Initial conditions are:
Table
Grid r

Schem

van Le

MLP-v

MLP3

MLP5

Third
ðq; u; v;w; pÞL ¼ ð2:0;�0:2; 0:1; 0:1; 0:714Þ;
ðq; u; v;w; pÞR ¼ ð1:0;�0:2; 0:1; 0:1; 0:714Þ:
Grid system is ð20	 20	 20Þ, and the contact discontinuity is inclined by 45� angle with respect to grid lines
as shown in Fig. 11. All the boundary values are fixed as initial conditions.

Fig. 11 shows density distributions of six cases in which resolution of contact discontinuity is a little bit dif-
ferent. Result of minmod and superbee limiter is most and least diffusive, respectively. Other results look some-
what similar. For quantitative comparison, density distribution along the x-direction ðy ¼ const:; z ¼ const:Þ is
compared in Fig. 12. MLP-combined methods seem to provide similar results indicating that they are less sen-
sitive to evaluation of b in Eq. (14).

In this test case, performance of MLP-combined methods are not so impressive, especi